
Training & Certification Program

The SimOps education/certification program offers training and 
certification for:

SimOps Fundamentals self assessment,
SimOps Practitioner, SimOps Professional, and SimOps Architect.



SimOps Fundamentals

This first level of the SimOps education/certification series
serves as a self assessment.

SimOps Fundamentals is not a precondition for the next training levels of SimOps Practitioner,
SimOps Professional, and SimOps Architect. But we recommend first taking this self-assessment

and the certification exam to be well prepared for the next training levels.



Why SimOps Training

➢ The skill set necessary for building, operating, and using resource infrastructures 
such as workstations and HPC servers for engineering simulations is not well defined

➢ There is often a lack of expertise in efficiently operating complex HPC infrastructures

➢ With SimOps, these challenges will be removed by providing expert training and 
expert working groups that develop best practices and structured career levels

➢ SimOps certifications aim at enhancing engineer’s resume and career opportunities  



What is SimOps?



What is SimOps?

Simulation Operations Automation (SimOps)

The practice of automating processes that run simulations, to 

dramatically increase engineers’ productivity & contribution.

And:

A new HPC community initiative focusing on simplifying use and 

operation of scientific and engineering simulations infrastructures.



Why SimOps?

Automating engineering simulation allows for:

● Faster time to market
● Increased manufacturing efficiency
● Improved product quality

Firms with simulation excellence:

● Accelerate their simulations
● Ease onboarding of simulation engineers
● Increase engineering productivity
● Strengthen their innovation and competitiveness



Engineering Challenges

Engineers are forced 
to learn new work 
patterns, tools, and 
sometimes codes 
when moving to 
cloud-based HPC

A CAE worker’s 
contribution is often 
limited by how much 
productive compute 

they can access

Unnecessary manual 
tasks for engineers 
and IT have shifted 

focus away from 
using simulation 

to design 
better products

Engineers spend 
considerable time 

fighting operational 
complexity to run 

product simulations



The Road to SimOps Maturity



The Road to SimOps Maturity

OPTIMIZE
Drive cost optimization— model cost 
and performance and measure against 
enterprise KPIs

Make simulation-based decisions—
integrate simulation into up-and 
downstream processes and 
run system-level simulations

PROVE
No-compromise engineering 
experience—engineers’ work patterns 
are not disrupted

Fully leverage cloud 
capacity and capabilities—
run simulations much faster and at 
scale

SCALE
Conforms to Enterprise IT 
requirements—leverage IT toolchains, 
cloud provider, 
and CSP capabilities

Increase org-wide engineering 
productivity—standardized simulation 
tools and workflows deployed across 
teams 
and geographies



Engineering Challenges Without and With SimOps

› Lack of tools to define and track performance indicators
› Manual cost analysis and economic modelling
› Limited ability to optimize cost and performance 

› Real-time visibility into performance and cost KPIs
› Ongoing economic modeling to increase overall ROI
› Seamless resource and workload optimization

› Engineering work patterns are disrupted
› New tools and UI’s required to operate
› Cannot leverage proprietary IP & codes

› Struggle to perform simulation at cloud scale
› Continue to rely on on-prem tools & infrastructure
› No performance gain, even for 1 workload

› Limited ability to integrate applications, tools, and services 
across IT infrastructure and assets

› Requires manual coordination and unfamiliar tools
› Often limited by existing vendor capabilities

› Difficulty supporting multiple teams, workflows, and 
geographies

› No centralized app/workflow catalog to streamline processes
› Limited collaboration abilities

› Engineers work patterns are replicated as is
› Run existing CAE workflows and applications
› No learning curves to overcome

› Simulations at scale with infinite on-demand resources
› Run simulation jobs in parallel
› Cloud resource orchestration and automation built-in

› Integrate simulation environment with enterprise-wide IT 
tooling

› SimOps operations adhere to security and compliance 
requirements

› Native deployment provides full extensibility and integration

› Support teams using a unified cloud-based environment
› Well-maintained catalog enables easy discovery, access, and 

license management
› Easy cross-team and org-wide collaboration

Without SimOps With SimOps

Exploit cloud scale 
and capabilities

Integrate 
enterprise-wide tools

Org-wide deployment

Workload & 
cost optimization

Replicate internal 
engineering experience 

in the cloud

CAPABILITY



SimOps - Identifying Challenge:

• Lack of a common shared perspective among stakeholders, ownership often ill-defined. 

• Complex multi-physics interactions across teams and projects                                      

require advanced algorithms and specialized tools to                                                 

accurately model physical phenomena. 

• Efficiently allocating HPC resources and reducing costs                                                    

while maintaining performance. 

• Ensuring data protection, compliance with regulations,                                                    

and disaster recovery. 

• Shortage of skilled personnel in HPC and simulation operations. 

• Facilitating cross-functional collaboration and breaking down silos across                       

highly specialized domains (aerospace, automotive, etc.).



Challenge: Stakeholder Perspective

Lack of a common shared perspective among 

stakeholders, with ownership often ill-defined.

• 45% of organizations struggle with clearly 

defining ownership and responsibilities in 

simulation operations (CIMdata).

• Stakeholder misalignment leads to 30% of 

simulation projects failing to meet their 

objectives due to unclear ownership and 

operational burdens (McKinsey).



Challenge: Increasing Complexity

Complex multi-physics interactions (mechanical, thermal, 

electrical, etc.) across diverse teams and projects require 

increasingly advanced algorithms and specialized tools to 

accurately model physical phenomena.

• Over 75% of R&D leaders acknowledge that digital 

product development is essential but admit they 

lack the necessary capabilities (McKinsey).

• Companies expect a third of their sales to come 

from new products, equating to $30 trillion in 

revenues over the next five years (McKinsey).



Challenge: Resource Management

Efficiently allocating HPC resources and reducing 

costs while maintaining performance.

• Advanced product development capabilities can 

reduce product development costs by up to 25% 

(McKinsey).

• Effective resource management leads to 

significant productivity boosts, with some 

companies reporting up to 40x improvements 

(CIMdata).



Challenge: Data Integrity and Security

Ensuring data protection, compliance with 

regulations, and disaster recovery.

• 70% of companies cite data security as a 

significant concern in leveraging cloud-based 

simulations (McKinsey).

• Ensuring compliance with data protection 

regulations is critical, with 65% of businesses 

reporting challenges in maintaining data integrity 

(McKinsey).



Challenge: Skill and Knowledge Gaps

Significant shortage of skilled personnel in 

HPC and simulation operations.

• 54% of companies report a significant gap in the 

skills needed to manage and utilize simulation 

technologies effectively (McKinsey).

• Companies with comprehensive upskilling 

programs report a 25% increase in simulation 

efficiency and effectiveness (CIMdata).



Challenge: Collaboration

Facilitating cross-functional collaboration and 

breaking down silos across highly specialized 

domains (aerospace, automotive, etc.).

• 50% of R&D leaders indicate that lack of 

collaboration tools hinders their simulation efforts 

(McKinsey).

• Organizations that implement cross-functional 

collaboration tools see a 30% improvement in 

simulation accuracy and relevance (McKinsey).



SimOps Principles

Simulations Drive Modern

Product Development

Foundational for 

guiding efficient, 

collaborative 

simulation processes.

SimOps

Principles

Automate Simulation

Workloads

Achieve Operational Efficiency

with Hybrid-Cloud Practices

Retain Control of 

Proprietary Data
Manage and Optimize Costs

and Resources

Require Simulation-Driven 

Decision-Making

Cross-Functional 

Collaboration is a Must



SimOps Pillars

Engineering 
Simulation

HPCIT

SimOps



SimOps Pillars

HPC Fundamentals

● HPC architectures

● Resource 

management

● Job management

● HPC technologies

● HPC total cost of 

ownership

IT Fundamentals

● Computers

● Operating systems

● Storage

● Networking

● Workload portability

● Cyber security

Engineering Simulation 

Fundamentals

● Applications of CAE

● Parallel execution

● Licensing models

● Performance optimization

● Simulation workflows



HPC
● HPC architectures

● Resource management

● Job management

● HPC technologies

● HPC total cost of ownership

● Cloud HPC



What is HPC?

HPC (High Performance Computing) refers to 

the use of aggregated computing power for 

handling compute and data intensive tasks 

including simulation, modeling, rendering, data 

analytics, digital twins, and machine learning –

that standard workstations are unable to 

address. [1]

By OLCF at ORNL - https://www.flickr.com/photos/olcf/52117623843/, CC BY 2.0, 

https://commons.wikimedia.org/w/index.php?curid=119231238

Click here to learn more

https://www.comsol.com/multiphysics/high-performance-computing?parent=physics-pdes-numerical-042-52




Why HPC?

Computational problems often evolve beyond the limited power available in 

your laptop or desktop computer. There might not be enough memory, not 

enough disk space or it may take too long to run computations. Your laptop 

or desktop computer will become unresponsive and may even crash.

In some cases, you might want to run a design of experiments with 

hundreds or thousands of cases (e.g. parameters). Then you might want to 

offload that workload to a bigger better machine so you can continue doing 

other things on your own computer.

Click here to learn more

https://www.google.com/search?q=Why+HPC%3F&sca_esv=e4fbd67e116ac9e0&source=hp&ei=QEaAZuaTBNmMm9cPurm8iA8&iflsig=AL9hbdgAAAAAZoBUUGtw3CoDYPu7C5XMFOIB3mf_3BkX&ved=0ahUKEwjms7z_rIGHAxVZxuYEHbocD_EQ4dUDCBg&uact=5&oq=Why+HPC%3F&gs_lp=Egdnd3Mtd2l6IghXaHkgSFBDPzIFEAAYgAQyBhAAGBYYHjIGEAAYFhgeMgYQABgWGB4yBhAAGBYYHjIGEAAYFhgeMgYQABgWGB4yBhAAGBYYHjIGEAAYFhgeMgYQABgWGB5IvBpQAFiEF3AAeACQAQCYAW6gAYgFqgEDNi4yuAEDyAEA-AEBmAIIoAK_BcICCxAAGIAEGLEDGIMBwgIREC4YgAQYsQMY0QMYgwEYxwHCAg4QLhiABBixAxjRAxjHAcICBRAuGIAEwgIIEAAYgAQYsQPCAgsQLhiABBixAxiDAcICDhAAGIAEGLEDGIMBGIoFwgILEC4YgAQYsQMY1ALCAggQLhiABBixA8ICBxAAGIAEGAqYAwCSBwM2LjKgB7tF&sclient=gws-wiz




Parallel Computing

Just throwing more compute resources at a problem might not solve the memory or 

runtime issues. The simulation workflow you run has to be architected to leverage the 

compute power that’s available and crunch numbers simultaneously.

The compute cores in a cluster are organized into sockets and racks, with network 

cables connecting each other. This way the cores are able to work together (in parallel) 

and solve problems faster.

Click here to learn more

https://www.google.com/search?q=parallel+computing&sca_esv=e4fbd67e116ac9e0&ei=RUaAZsfODu2rptQPlaab2AE&oq=Parallel&gs_lp=Egxnd3Mtd2l6LXNlcnAiCFBhcmFsbGVsKgIIADILEAAYgAQYkQIYigUyCxAAGIAEGJECGIoFMgsQABiABBiRAhiKBTILEAAYgAQYkQIYigUyCxAAGIAEGJECGIoFMggQABiABBixAzINEAAYgAQYsQMYQxiKBTINEC4YgAQYsQMYQxiKBTIKEAAYgAQYQxiKBTIKEAAYgAQYQxiKBUjVF1AAWLwHcAB4AZABAJgBdaABogaqAQM0LjS4AQPIAQD4AQGYAgigAt0GwgIQEAAYgAQYkQIYigUYRhj5AcICDhAAGIAEGLEDGIMBGIoFwgILEAAYgAQYsQMYgwHCAhEQLhiABBixAxjRAxiDARjHAcICCxAuGIAEGNEDGMcBwgIqEAAYgAQYkQIYigUYRhj5ARiXBRiMBRjdBBhGGPkBGPQDGPUDGPYD2AEBwgIOEC4YgAQYsQMY0QMYxwHCAgoQLhiABBhDGIoFmAMAugYGCAEQARgTkgcDNC40oAfoVA&sclient=gws-wiz-serp


HPC Structure Overview
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By Argonne National Laboratory's Flickr page - originally posted to Flickr as Blue 

Gene / PFrom Argonne National LaboratoryUploaded using F2ComButton, CC BY-

SA 2.0, https://commons.wikimedia.org/w/index.php?curid=6412306
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HPC Architecture
The main components of an HPC architecture are below

● Compute nodes

● Network infrastructure

● Storage

● Workload manager or scheduler

Click here to learn more

https://docs.support.arc.umich.edu/terms/


HPC Architectures

Compute nodes

Compute nodes are workhorses that perform the computations. They constantly send status 
updates back to the scheduler so that the cluster is efficiently process the jobs submitted by the 
users.

Network infrastructure

The compute nodes, storage devices and other components of an HPC architecture are 
interconnected with a low latency, high bandwidth networking fabric like InfiniBand. This high 
speed network infrastructure is critical in eliminating bottlenecks in single and multi node execution 
of computations.

Click here to learn more

https://www.google.com/search?q=hpc+architecture&sca_esv=e4fbd67e116ac9e0&ei=xEaAZpmYAobdptQPtN-j0AE&oq=HPC+Archi&gs_lp=Egxnd3Mtd2l6LXNlcnAiCUhQQyBBcmNoaSoCCAAyCxAAGIAEGJECGIoFMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgsQLhiABBjHARivATIFEAAYgAQyCxAAGIAEGIYDGIoFSMMeUIUHWLQYcAN4AZABAJgBhQGgAfsGqgEDNS40uAEDyAEA-AEBmAIMoAK6B8ICChAAGLADGNYEGEfCAg0QABiABBiwAxhDGIoFwgIKEAAYgAQYQxiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgILEAAYgAQYsQMYgwHCAg4QABiABBixAxiDARiKBcICDRAAGIAEGLEDGEMYigXCAggQABiABBixA5gDAIgGAZAGCpIHAzUuN6AHwTc&sclient=gws-wiz-serp


HPC Architectures

Storage

Applications and data associated with the various jobs running on an HPC cluster are 

stored in high speed storage systems. As with networking, the Write and Read speeds 

to the storage need to be high to avoid bottlenecks in the computational performance.

Workload manager or HPC scheduler or batch scheduler

The workload manager receives job requests from users and runs the job based on the 

compute and other resource requirements

Click here to learn more

https://www.google.com/search?q=hpc+architecture&sca_esv=e4fbd67e116ac9e0&ei=xEaAZpmYAobdptQPtN-j0AE&oq=HPC+Archi&gs_lp=Egxnd3Mtd2l6LXNlcnAiCUhQQyBBcmNoaSoCCAAyCxAAGIAEGJECGIoFMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgsQLhiABBjHARivATIFEAAYgAQyCxAAGIAEGIYDGIoFSMMeUIUHWLQYcAN4AZABAJgBhQGgAfsGqgEDNS40uAEDyAEA-AEBmAIMoAK6B8ICChAAGLADGNYEGEfCAg0QABiABBiwAxhDGIoFwgIKEAAYgAQYQxiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgILEAAYgAQYsQMYgwHCAg4QABiABBixAxiDARiKBcICDRAAGIAEGLEDGEMYigXCAggQABiABBixA5gDAIgGAZAGCpIHAzUuN6AHwTc&sclient=gws-wiz-serp


HPC Terminologies

Parallel Computing

Parallel computing is the simultaneous use of multiple compute resources to solve 

a computational problem. A problem is broken into discrete parts that can be 

solved concurrently on multiple processors.

Message Passing Interface (MPI)

The Message Passing Interface (MPI) is a standardized and portable message-

passing library designed to function on parallel computing architectures. There are 

several MPI implementations like Platform MPI, Intel MPI and OpenMPI which are 

often packaged with commercial simulation applications for HPC execution.

Click here to learn more

https://www.google.com/search?q=hpc+terminology&sca_esv=e4fbd67e116ac9e0&ei=WEeAZtXHKd-iptQPs4KhuAI&oq=HPC+Termn&gs_lp=Egxnd3Mtd2l6LXNlcnAiCUhQQyBUZXJtbioCCAAyBxAAGIAEGA0yBhAAGA0YHjIIEAAYCBgNGB4yCxAAGIAEGIYDGIoFMgsQABiABBiGAxiKBTILEAAYgAQYhgMYigUyCxAAGIAEGIYDGIoFMgsQABiABBiGAxiKBTIIEAAYgAQYogQyCBAAGIAEGKIESKwTUABYjwtwAHgBkAEAmAGTAaABtAeqAQMzLja4AQPIAQD4AQGYAgmgAucHwgILEAAYgAQYkQIYigXCAgoQABiABBhDGIoFwgIREC4YgAQYsQMY0QMYgwEYxwHCAgsQABiABBixAxiDAcICDhAAGIAEGLEDGIMBGIoFwgIOEC4YgAQYsQMYgwEYigXCAg0QABiABBixAxhDGIoFwgIIEAAYgAQYsQPCAg4QABiABBiRAhixAxiKBcICFhAuGIAEGLEDGNEDGEMYgwEYxwEYigXCAg4QLhiABBjHARiOBRivAcICEBAuGIAEGEMYxwEYigUYrwHCAgUQABiABMICCxAuGIAEGNEDGMcBwgILEC4YgAQYxwEYrwHCAgYQABgWGB7CAggQABgWGAoYHpgDAJIHAzIuN6AHhE4&sclient=gws-wiz-serp


HPC Terminologies

Node Interconnect

Node interconnect is the low latency, high bandwidth networking infrastructure that 

connect the compute nodes in a cluster to enable data communications among 

nodes for solving computational problems parallelly.

Click here to learn more

https://www.google.com/search?q=hpc+terminology&sca_esv=e4fbd67e116ac9e0&ei=WEeAZtXHKd-iptQPs4KhuAI&oq=HPC+Termn&gs_lp=Egxnd3Mtd2l6LXNlcnAiCUhQQyBUZXJtbioCCAAyBxAAGIAEGA0yBhAAGA0YHjIIEAAYCBgNGB4yCxAAGIAEGIYDGIoFMgsQABiABBiGAxiKBTILEAAYgAQYhgMYigUyCxAAGIAEGIYDGIoFMgsQABiABBiGAxiKBTIIEAAYgAQYogQyCBAAGIAEGKIESKwTUABYjwtwAHgBkAEAmAGTAaABtAeqAQMzLja4AQPIAQD4AQGYAgmgAucHwgILEAAYgAQYkQIYigXCAgoQABiABBhDGIoFwgIREC4YgAQYsQMY0QMYgwEYxwHCAgsQABiABBixAxiDAcICDhAAGIAEGLEDGIMBGIoFwgIOEC4YgAQYsQMYgwEYigXCAg0QABiABBixAxhDGIoFwgIIEAAYgAQYsQPCAg4QABiABBiRAhixAxiKBcICFhAuGIAEGLEDGNEDGEMYgwEYxwEYigXCAg4QLhiABBjHARiOBRivAcICEBAuGIAEGEMYxwEYigUYrwHCAgUQABiABMICCxAuGIAEGNEDGMcBwgILEC4YgAQYxwEYrwHCAgYQABgWGB7CAggQABgWGAoYHpgDAJIHAzIuN6AHhE4&sclient=gws-wiz-serp


HPC Terminologies

Remote Direct Memory Access (RDMA)

In computing, remote direct memory access (RDMA) is a direct memory access 

from the memory of one computer into that of another without involving either 

one's operating system. This permits high-throughput, low-latency networking, 

which is especially useful in massively parallel computer clusters.

Click here to learn more

https://www.google.com/search?q=RDMA&sca_esv=e4fbd67e116ac9e0&ei=cEeAZouaOKTJptQP4-SvqA0&ved=0ahUKEwiLkuuQroGHAxWkpIkEHWPyC9UQ4dUDCA8&uact=5&oq=RDMA&gs_lp=Egxnd3Mtd2l6LXNlcnAiBFJETUEyDhAAGIAEGJECGLEDGIoFMgsQABiABBiRAhiKBTIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAESNMPUNIJWMYNcAN4AJABAJgBeaAB2QOqAQMzLjK4AQPIAQD4AQGYAgegAt8DwgIKEAAYsAMY1gQYR8ICDhAuGIAEGLEDGNEDGMcBwgIIEAAYgAQYsQPCAgsQLhiABBixAxiDAcICERAuGIAEGLEDGNEDGIMBGMcBwgILEC4YgAQY0QMYxwHCAg4QLhiABBixAxiDARiKBcICChAAGIAEGEMYigXCAgsQABiABBixAxiDAcICBxAAGIAEGArCAg4QLhiABBixAxjHARivAZgDAIgGAZAGA5IHAzMuNKAH8CY&sclient=gws-wiz-serp


HPC Terminologies

InfiniBand

InfiniBand (IB) is a computer networking communications standard used in high-

performance computing that features very high throughput and very low latency. 

InfiniBand is also used as either a direct or switched interconnect between servers 

and storage systems, as well as an interconnect between storage systems.

RoCE (RDMA over Converged Ethernet)

RoCE (pronounced “Rock-ee”) is a cheaper alternative to InfiniBand that uses high 

speed Ethernet cables to achieve a similar performance for RDMA. RoCE is heavily 

used in cloud computing data centers.

Click here to learn more

https://www.google.com/search?q=infinibadmn&sca_esv=e4fbd67e116ac9e0&ei=okeAZu3uDKqjptQPp_CkqAc&ved=0ahUKEwjtx6uoroGHAxWqkYkEHSc4CXUQ4dUDCA8&uact=5&oq=infinibadmn&gs_lp=Egxnd3Mtd2l6LXNlcnAiC2luZmluaWJhZG1uMgoQABiABBixAxgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNMgcQABiABBgNSLwQUABY-g5wAXgAkAEBmAF-oAGRCqoBBDIuMTC4AQPIAQD4AQGYAgygAowKwgIKEAAYgAQYQxiKBcICBRAAGIAEwgILEC4YgAQYsQMYgwHCAgsQABiABBixAxiDAcICCBAAGIAEGLEDwgIREC4YgAQYsQMY0QMYgwEYxwHCAgsQABiABBiRAhiKBcICDhAuGIAEGJECGLEDGIoFwgIOEAAYgAQYsQMYgwEYigXCAgsQABiABBixAxjJA8ICCxAAGIAEGJIDGIoFwgILEC4YgAQYxwEYrwHCAggQLhiABBixA8ICDhAuGIAEGLEDGNEDGMcBwgIUEC4YgAQYsQMY0QMYgwEYxwEYigXCAg0QABiABBixAxhDGIoFwgIHEAAYgAQYCpgDAJIHBDEuMTGgB4J0&sclient=gws-wiz-serp


Total Cost of Ownership (TCO) cost of HPC

There are many capital expenditure and operational expenditure costs involved in HPC. It is 

critical to consider these costs if an organisation is planning to move to the cloud for HPC.

• Hardware: servers, storage, networking, cabling, etc.

• Electrical equipment: power distribution units, UPS, generators, etc.

• Cooling systems: air conditioners, water cooling, etc.

• Infrastructure for the data center, power adaptation issues, etc.

• Energy consumption of the hardware and cooling systems

• Software licences

• Human resources

• Maintenance

Click here to learn more

https://wr.informatik.uni-hamburg.de/_media/teaching/sommersemester_2014/tco-14-intro.pdf


Power Consumption of HPC

Power usage of an HPC cluster is 

important because the power 

consumption of the system is a large 

fraction of the cost of maintenance and 

contributes a substantial fraction of the 

cost of calculations done with the 

system. The large HPC resources in the 

TOP500 list have power consumption in 

the range of tens of megawatts which is 

1 million times more than an average 

home consumes.

Click here to learn more

https://www.google.com/search?q=Power+Consumption+of+HPC%0D%0A&sca_esv=e4fbd67e116ac9e0&ei=IkeAZrGuJp6IptQP34qfEA&ved=0ahUKEwixx8DrrYGHAxUehIkEHV_FBwIQ4dUDCA8&uact=5&oq=Power+Consumption+of+HPC%0D%0A&gs_lp=Egxnd3Mtd2l6LXNlcnAiGVBvd2VyIENvbnN1bXB0aW9uIG9mIEhQQwpIAFAAWABwAHgBkAEAmAEAoAEAqgEAuAEDyAEA-AEC-AEBmAIAoAIAmAMAkgcAoAcA&sclient=gws-wiz-serp


Cloud HPC

● Why Cloud HPC?

● Cost Saving of Cloud HPC





Why Cloud HPC?

Increase Engineering Agility with Cloud

Enable your key engineers to run applications faster and better, on flexible 

hardware that powers your innovation and adjusts to changing business 

conditions.

Lower Total Cost of Ownership

Eliminate upfront hardware capital expenses, and increase cost effectiveness 

and transparency. Leverage on-demand hardware to lower overall cost-per-

simulation.

Improve IT Security and Control

Platform runs in your own cloud account enabling you to leverage the multi-

billion dollar security capabilities of cloud providers. Full visibility and control 

for IT.







Option 1: Independent Software Vendors’ Clouds
Ansys, Cadence, Dassault, Siemens, . . .

● Ideally suited for SMEs with limited projects, and software from just one ISV

● Some support cloud tokens / elastic units = per hour per node credits

● The latest software releases/versions for one or several solvers offered by the ISV

● Some limitations: e.g. choice and number of compute nodes 

● Often, data download to local machine required

● No GPU acceleration for compute

● Runs in ISVs own cloud subscription

● Customer does not have full control



Option 2: Cloud Services Providers 
Rescale, SimScale, Simr, . . .

● More flexible than ISV Clouds, more options, more applications, more cloud providers

● Some are limited to solvers, some to open source, others can do complex workflows

● Some are limited in the choice of resources, compute nodes, others offer any

● Some focus more on SMEs, others on large enterprises 

● Some offer just one software release, others multiple solver releases

● Some handle complex and custom workflows (in-house, FSI, Digital Twins, AI, . . .)

● Some offer access to any Cloud and arbitrary multi-node parallel clusters (scalability)

● Some request data download to local machine, some also download to cloud storage 

● Some offer just CPUs, others CPU/GPUs for compute, post-processing, remote HD viz

● Most important: Only a few run in customer‘s cloud subscription (exclusive control !)



Option 3: HPC System Integrators (SI)
GNS, Atos/s&c, Do-IT, TotalCAE, . . .

● Many large companies collaborate with HPC SIs

● Excellent HPC / CAE expertise, for many years

● Their major business is to sell HPC

● They know their customer IT in and out

● And, some offer also HPC Cloud services

● Well suited, if your company collaborates with an HPC SI already, and this 

SI has proven experience with successful HPC Cloud implementations



Option 4: HPC Cloud Providers 
Amazon AWS, Microsoft Azure, Google GCP, Oracle OCI, . . .

● 100+ different cloud services: HPC infrastructure, software tools, AI, etc.

● Total cost of implementation and consumption often not easy to calculate

● Too many customers but not enough great experts managing complexity

● Therefore, well suited for standard cloud services

● But, for more complex cloud service, they collaborate with cloud services partners

● Perfect approach: Work with CSP who takes your Cloud Provider on board =>

● Joint Discovery Meeting => Proof of Concept => Minimum Viable Product => 

Production



Option 5: Do-It-Yourself (DIY)
Work with your IT Department

● Do you have the combined and hands-on expertise and experience on HPC 

and on CAE and on HPC Cloud?

● Cloud infrastructures get updated and enhances often, be up to date

● Think big, start small – start with a proof of concept, with one ‘easy’ 

application 

● Still, the risk of failure with DIY is high

● And it always takes much longer than you thought.



Cost Saving & ROI Gains with Cloud HPC

● Using reserved and spot instances save 40% – 80% of on-demand list price instances

● Due to faster/more hardware, e.g. 2x, increasing your CAE license efficiency by 2x

● 20% to 50% cost savings by monitoring, analysis, and optimization tools 

● More productive engineers: On-prem: 1 engineer (cost p.a. $250K) 10 hours for 10 simulations                   

Cloud: 1 hour on 10 cloud servers (running in parallel) = 10 engineers on prem. Saving: $2.25M p.a. 

● More simulations (in the cloud) allow you to discover potential failures in your next-gen products 

earlier in the design/development cycle, thus potentially saving millions of $$

● Cloud OPEX replaces most of on-prem CAPEX, thus no large upfront expenses and long 

procurement, implementation, and quality testing times. 

● More compute resources enable more simulations with more parameters thus producing better results 

(finding better materials, geometries, physics) and thus higher quality products that allow you to 

charge more and/or to out-compete your competitors.

Click here to learn more

https://blog.simr.com/how-much-does-a-cae-job-cost-you-in-the-cloud


CXO Benefits in Strategic Term

● Shortening of product development and thus time to market

● Improvement of product quality through detailed and faster parameter 

studies 

● Thus strengthening your competitiveness and ability to innovate fast

● Cost savings, expensive acquisitions and maintenance are no longer 

necessary 

● Integrability of the HPC environment into the company IT environment (as 

part of the company-wide digital transformation) and thus abolition of internal 

IT silos

● No cloud lock-in through containerization and Kubernetes

● If necessary for some projects, repatriation is straight forward



Benefits for Corporate IT

● Save time by avoiding unforeseeable efforts due to “Do It Yourself”

● Provide tools to Corporate IT for managing, monitoring, health-

checking, maintaining, operating, and supporting  the engineers' 

simulation environment

● Interact with external engineering team to continuously update and 

improve the cloud services 

● Few IT teams have the combined Cloud-HPC-CAE experience of 

external devs, devops, and finops teams

● 20% to 50% proven cost savings by monitoring, analysis, and 

optimization tools, in addition to huge time savings.



Benefits for Engineers & Their Managers

● Fully automated cloud process 

● Conversion of on-prem HPC to "HPC as a Service“

● Greatest flexibility in the use of resources

● 10X increase in productivity of simulation engineers

● Always access to latest hardware & software

● User friendly: "Cloud with one click“, “no learning needed”

● Secure access to simulation environment from anywhere

● Containers contain engineer's workflow and a virtual desktop

● Remote viz of results, GPU acceleration



IT
● Computers

● Operating systems

● Storage

● Networking

● Workload portability

● Cyber security



Click here to learn more

IT Terminologies

Compute hardware

A CPU (Central Processing Unit) core is a single processing unit within the CPU that can 

execute instructions. A socket is generally understood to mean a single physical 

processing unit. Modern processor architectures usually have multiple physical 

processing units or cores on each physical CPU or socket. Compute nodes are the 

primary processing units in a HPC cluster. They can homogenous and consist of only 

CPUs or GPUs, or be heterogeneous and contain both.

https://medium.com/hmxlabs/hpc-glossary-4e23fe9fbbb1


IT Terminologies

Linux Operating Systems

Linux and Unix based Operating Systems (OS) power billions of phones, tablets, smart 

watches, and even cars. Some popular builds are Ubuntu, RedHat, CentOS and 

Fedora.

Native support for Shell programming languages like Bourne shell, Csh, Zsh makes 

Linux the top choice for server side applications including HPC. It makes it easy to 

automate and orchestrate applications on HPC clusters.

Click here to learn more

https://www.google.com/search?q=linux&sca_esv=e4fbd67e116ac9e0&ei=-EeAZsHrErW0ptQPy9WLgA0&ved=0ahUKEwjBx7LRroGHAxU1mokEHcvqAtAQ4dUDCA8&uact=5&oq=linux&gs_lp=Egxnd3Mtd2l6LXNlcnAiBWxpbnV4Mg4QABiABBiRAhixAxiKBTILEAAYgAQYkQIYigUyDRAAGIAEGLEDGEMYigUyChAAGIAEGEMYigUyChAAGIAEGEMYigUyChAAGIAEGEMYigUyChAAGIAEGEMYigUyChAAGIAEGEMYigUyEBAAGIAEGLEDGEMYgwEYigUyChAAGIAEGEMYigVIug5Q0AZY6wxwA3gBkAEAmAGdA6AB4gaqAQcyLjIuNC0xuAEDyAEA-AEBmAIIoALVB8ICChAAGLADGNYEGEfCAg4QLhiABBixAxiDARiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgIIEAAYgAQYsQPCAgsQLhiABBixAxiDAcICBRAAGIAEwgIOEC4YgAQYsQMY0QMYxwHCAgsQLhiABBjHARivAcICBRAuGIAEwgITEC4YgAQYsQMY0QMYQxjHARiKBcICERAuGIAEGLEDGIMBGMcBGK8BwgIQEC4YgAQY0QMYQxjHARiKBZgDAIgGAZAGCJIHBzQuMy40LTGgB9Yz&sclient=gws-wiz-serp


IT Terminologies

NFS (Network File System)

Network File System (NFS) is a distributed file system protocol that allows file 

access over a computer network much like local storage is accessed. The NFS 

protocol is primarily used to attach file systems in the network to Linux based 

computers and hence is frequently used in HPC clusters.

Samba Server

Samba is a free software re-implementation of the SMB (Server Message Block) 

networking protocol that allow NFS devices to be mounted on Windows based 

computers.

Click here to learn more

https://www.google.com/search?q=NFS&sca_esv=e4fbd67e116ac9e0&ei=CEiAZuHMM-K3ptQP6smd0AE&ved=0ahUKEwjh8KPZroGHAxXim4kEHepkBxoQ4dUDCA8&uact=5&oq=NFS&gs_lp=Egxnd3Mtd2l6LXNlcnAiA05GUzIKEAAYgAQYQxiKBTINEAAYgAQYsQMYQxiKBTIKEAAYgAQYQxiKBTIIEAAYgAQYsQMyChAAGIAEGEMYigUyDRAAGIAEGLEDGEMYigUyCxAAGIAEGLEDGIMBMggQLhiABBixAzIIEC4YgAQYsQMyCxAuGIAEGLEDGNQCSNsZUIoNWIEWcAN4AZABAJgBYKAB9AKqAQE0uAEDyAEA-AEBmAIHoALVA8ICChAAGLADGNYEGEfCAg0QABiABBiwAxhDGIoFwgIOEAAYgAQYsQMYgwEYigXCAgsQLhiABBjRAxjHAcICFhAuGIAEGLEDGNEDGEMYgwEYxwEYigXCAhEQLhiABBixAxjRAxiDARjHAcICDhAuGIAEGLEDGIMBGIoFwgIKEC4YgAQYQxiKBcICFhAuGIAEGLEDGEMYgwEYxwEYigUYrwHCAhAQLhiABBixAxhDGIMBGIoFwgIQEAAYgAQYsQMYQxiDARiKBcICBRAAGIAEmAMAiAYBkAYKkgcDNC4zoAf8Lg&sclient=gws-wiz-serp


IT Terminologies

Lustre file system

Lustre (Portmanteau of Linux, Cluster) file systems are scalable, parallel distributed file 

systems that can service multiple HPC clusters with tens of thousands of client nodes 

and providing aggregate I/O throughput of up to 10 TB/s. Many CAE applications 

require Lustre as default due to their high I/O demand.

Fabric Attached Storage (FAS)

Fabric Attached Storage (FAS) is a storage technology that can serve storage over 

multiple file-based, block based protocols eliminating the need for having dedicated 

Samba or NFS storages.

Click here to learn more

https://www.google.com/search?q=lustre+vs+netapp&sca_esv=e4fbd67e116ac9e0&ei=TkiAZo74G_SkptQPtu2p2AE&oq=lustre+vs+net&gs_lp=Egxnd3Mtd2l6LXNlcnAiDWx1c3RyZSB2cyBuZXQqAggAMgYQABgWGB4yCxAAGIAEGIYDGIoFMgsQABiABBiGAxiKBTILEAAYgAQYhgMYigUyCxAAGIAEGIYDGIoFMggQABiABBiiBDIIEAAYgAQYogQyCBAAGIAEGKIEMggQABiABBiiBEjrSVDiB1j7PnAFeAGQAQCYAZICoAGHCqoBBTYuNC4xuAEDyAEA-AEBmAIQoALvCsICChAAGLADGNYEGEfCAg0QABiABBiwAxhDGIoFwgIFEAAYgATCAg0QABiABBixAxhDGIoFwgILEC4YgAQYxwEYrwHCAgUQLhiABMICCxAAGIAEGJECGIoFwgIHEAAYgAQYDcICBhAAGA0YHsICCBAAGAgYDRgewgIKEAAYCBgKGA0YHpgDAIgGAZAGCpIHBTkuNi4xoAfLRQ&sclient=gws-wiz-serp


IT Terminologies

Cloud computing

Cloud computing delivers computing services over the internet. There are multiple 
levels of cloud services like Infrastructure as a Service (IaaS), Platform as a Service 
(PaaS) and Software as a Service (SaaS).

Cloud lowers the cost of entry and democratizes the access to HPC. The major Cloud 
Service Providers (CSP) have services that specifically cater to building and using 
HPC clusters for R&D and industry deployment. In addition to CSPs, there are SaaS 
companies that offer simulation capabilities with Cloud Infrastructure as the backbone.

Click here to learn more

https://www.google.com/search?q=Cloud+Computing&sca_esv=e4fbd67e116ac9e0&ei=WUiAZuilI4TaptQP4qOnwAk&ved=0ahUKEwiotuP_roGHAxUErYkEHeLRCZgQ4dUDCA8&uact=5&oq=Cloud+Computing&gs_lp=Egxnd3Mtd2l6LXNlcnAiD0Nsb3VkIENvbXB1dGluZzIOEAAYgAQYkQIYsQMYigUyCBAAGIAEGLEDMggQABiABBixAzIIEAAYgAQYsQMyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgARI1xFQAFjfEHAAeAGQAQCYAZQBoAG4C6oBBDEwLjW4AQPIAQD4AQGYAg-gAtQMwgIREC4YgAQYkQIY0QMYxwEYigXCAgsQABiABBiRAhiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgIOEC4YgAQYsQMYgwEYigXCAgsQLhiABBixAxiDAcICBRAuGIAEwgIgEC4YgAQYkQIY0QMYxwEYigUYlwUY3AQY3gQY4ATYAQHCAgoQABiABBhDGIoFwgIQEC4YgAQYQxjHARiKBRivAcICCxAAGIAEGLEDGIMBwgINEAAYgAQYsQMYQxiKBcICERAuGIAEGLEDGMcBGI4FGK8BwgILEC4YgAQYxwEYrwHCAgcQABiABBgKmAMAugYGCAEQARgUkgcDNy44oAfTaw&sclient=gws-wiz-serp


IT Terminologies

Virtual Machine (VM)

A virtual machine (VM) is a compute resource that uses software instead of a physical computer to 

run programs and deploy applications. It functions as an isolated system with its own CPU, 

memory, network interface, and storage, created from a pool of hardware resources. Software 

called a hypervisor isolates the necessary computing resources and enables the creation and 

management of VMs. This technology allows Cloud Service Providers to build data centers with 

thousands of computers and make them available as an Infrastructure as a Service (IaaS) as VMs 

can be launched and destroyed on any machine with the click of a button.

Click here to learn more

https://www.google.com/search?q=Virtual+Machine&sca_esv=e4fbd67e116ac9e0&ei=e0iAZq_2FOuJptQPrfmx0AE&ved=0ahUKEwjvn_CPr4GHAxXrhIkEHa18DBoQ4dUDCA8&uact=5&oq=Virtual+Machine&gs_lp=Egxnd3Mtd2l6LXNlcnAiD1ZpcnR1YWwgTWFjaGluZTIKEAAYgAQYQxiKBTINEAAYgAQYsQMYQxiKBTIFEAAYgAQyBRAAGIAEMgUQABiABDIKEAAYgAQYQxiKBTIIEAAYgAQYsQMyChAAGIAEGEMYigUyCBAAGIAEGLEDMgUQABiABEiFH1CvBFixHXAEeAGQAQCYAZgBoAGuC6oBBDEyLjS4AQPIAQD4AQGYAhSgAuEMqAIUwgIKEAAYsAMY1gQYR8ICDRAAGIAEGLADGEMYigXCAg4QLhiABBixAxiDARiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgILEAAYgAQYsQMYgwHCAhMQABiABBhDGLQCGIoFGOoC2AEBwgIWEAAYAxi0AhjlAhjqAhiMAxiPAdgBAsICFhAuGAMYtAIY5QIY6gIYjAMYjwHYAQLCAgsQLhiABBjRAxjHAcICDhAuGIAEGLEDGNEDGMcBwgIgEC4YgAQYsQMY0QMYgwEYxwEYlwUY3AQY3gQY4ATYAQPCAhAQLhiABBjRAxhDGMcBGIoFwgINEAAYgAQYQxjJAxiKBcICCxAAGIAEGJIDGIoFwgIQEAAYgAQYsQMYQxjJAxiKBcICFBAuGIAEGLEDGNQCGMcBGI4FGK8BwgIIEAAYgAQYkgOYAxKIBgGQBgq6BgQIARgHugYGCAIQARgKugYGCAMQARgUkgcEMTUuNaAHnX8&sclient=gws-wiz-serp


IT Terminologies

Containers (workflow portability)

Containers are lightweight packages of your application code 
together with dependencies such as specific versions of 
programming language runtimes and libraries required to run 
your software services. 

Portability is the ability to seamlessly operate in multiple 
environments, without rebuilding the dependencies.

The most popular way to achieve portability is the use of 
software called Containers (Docker, Apptainer etc). The 
containers encapsulate the application software, system tools 
and libraries,  and a base operating system. The container 
runtime is the only component that needs to be installed to 
run a container.

Click here to learn more

https://www.google.com/search?q=Containter+IT&sca_esv=e4fbd67e116ac9e0&ei=pkiAZo7wDJWuptQPyMGT0AE&ved=0ahUKEwiO26ikr4GHAxUVl4kEHcjgBBoQ4dUDCA8&uact=5&oq=Containter+IT&gs_lp=Egxnd3Mtd2l6LXNlcnAiDUNvbnRhaW50ZXIgSVQyBxAAGIAEGA0yBxAAGIAEGA0yBxAAGIAEGA0yBxAAGIAEGA0yBxAAGIAEGA0yBxAAGIAEGA0yBxAAGIAEGA0yDRAuGIAEGMcBGA0YrwEyBxAAGIAEGA0yBxAAGIAEGA1I-xVQ1gZY_BNwCngAkAEAmAGGAaABpgaqAQMxLja4AQPIAQD4AQGYAhCgAs8GwgIKEAAYsAMY1gQYR8ICExAuGIAEGLADGNEDGEMYxwEYigXCAg0QABiABBiwAxhDGIoFwgIKEAAYgAQYQxiKBcICDhAuGIAEGLEDGNEDGMcBwgINEAAYgAQYsQMYQxiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgIOEC4YgAQYsQMYgwEYigXCAgsQLhiABBixAxiDAcICCBAAGIAEGLEDwgIQEC4YgAQY0QMYQxjHARiKBcICBRAAGIAEwgILEC4YgAQY0QMYxwHCAg4QLhiABBjHARiOBRivAcICCxAAGIAEGLEDGIMBwgIIEAAYgAQYyQPCAhEQLhiABBiSAxjHARiOBRivAcICEBAuGIAEGLEDGNEDGMcBGArCAgcQABiABBgKwgIQEC4YgAQYxwEYChiOBRivAcICChAAGIAEGLEDGArCAgoQABiABBjJAxgKwgITEC4YgAQYkgMYxwEYChiOBRivAcICCxAAGIAEGJIDGIoFmAMAiAYBkAYKkgcEMTAuNqAHoFU&sclient=gws-wiz-serp


IT Terminologies

Container orchestration (Kubernetes)

Container deployment can be automated using container orchestration software 

like Kubernetes (K8S). K8S can automatically deploy, maintain and scale 

containerized applications to meet needs of different workloads.

Click here to learn more

https://www.google.com/search?q=Container+Orchestration&sca_esv=e4fbd67e116ac9e0&ei=zUiAZvX_N6GaptQPiMeY2AE&ved=0ahUKEwi1mqC3r4GHAxUhjYkEHYgjBhsQ4dUDCA8&uact=5&oq=Container+Orchestration&gs_lp=Egxnd3Mtd2l6LXNlcnAiF0NvbnRhaW5lciBPcmNoZXN0cmF0aW9uMgsQABiABBiRAhiKBTILEAAYgAQYkQIYigUyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABEiPJlB2WIglcAJ4ApABAJgBZKABnQyqAQQxOC4xuAEDyAEA-AEBmAIWoAK1DcICBBAAGEfCAgYQABgWGB7CAggQABgWGB4YD8ICChAAGLADGNYEGEfCAg0QABiABBiwAxhDGIoFwgIREC4YgAQYkQIYxwEYigUYrwHCAgsQLhiABBjHARivAcICDhAAGIAEGJECGLEDGIoFwgIUEC4YgAQYkQIYsQMY0QMYxwEYigXCAggQABiABBixA8ICCxAAGIAEGLEDGIoFwgIOEC4YgAQYxwEYjgUYrwHCAiAQLhiABBiRAhjHARiKBRivARiXBRjcBBjeBBjgBNgBAZgDAOIDBRIBMSBAiAYBkAYKugYGCAEQARgUkgcEMTkuM6AHlYEB&sclient=gws-wiz-serp


Engineering Simulation
● Applications of CAE

● Parallel execution

● Licensing models

● Performance optimization

● Simulation workflows



What is CAE?

CAE stands for Computer Aided Engineering.

CAE is the use of computers to aid in engineering tasks (e.g. simulations).

This includes steps like:

● Preparation (CAD preparation, meshing, setup) - Memory and 

computationally intense

● Solving (Computing) - Heavily dependent on GPU/CPU and networking

● Post-processing (Analyzing results) - Memory and GPU intense

Click here to learn more

https://www.google.com/search?q=computer+aided+engineering&sca_esv=e4fbd67e116ac9e0&ei=AEmAZoaNPMuhptQP_vS1yAE&oq=Computer+Ai&gs_lp=Egxnd3Mtd2l6LXNlcnAiC0NvbXB1dGVyIEFpKgIIADIKEAAYgAQYQxiKBTIIEAAYgAQYsQMyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABDIFEAAYgAQyBRAAGIAEMgUQABiABEiXF1DUB1iuEnACeAGQAQCYAY4BoAG7CKoBAzYuNbgBA8gBAPgBAZgCDaACmwnCAgoQABiwAxjWBBhHwgITEC4YgAQYsAMYQxjHARiKBRivAcICDRAAGIAEGLADGEMYigXCAhAQLhiABBhDGMcBGIoFGK8BwgIQEC4YgAQY0QMYQxjHARiKBcICDRAuGIAEGEMY1AIYigXCAgsQLhiABBjRAxjHAcICDhAuGIAEGLEDGNEDGMcBwgIREC4YgAQYsQMY0QMYgwEYxwHCAgsQLhiABBixAxiDAcICBRAuGIAEwgIOEAAYgAQYsQMYgwEYigXCAgsQABiABBixAxiDAcICCxAuGIAEGMcBGK8BwgIKEAAYgAQYsQMYCsICCBAAGIAEGMkDwgILEAAYgAQYkgMYigXCAg0QABiABBixAxhDGIoFmAMAiAYBkAYKkgcDNy42oAe3dg&sclient=gws-wiz-serp


Mesh
A mesh partitions space into elements (or cells, zones, volumes) over which 
algebraic equations are solved, which then approximates the mathematical solution 
over the geometry domain.

The size of the mesh dictates the computational complexity of the simulation (finer 
mesh = more computation power and memory).

There are many types of mesh types:

● Structured
● Unstructured
● Hybrid
● Adaptive

Common mesh counts for industrial CFD/FEA problems are in the order of 
100,000,000 cells, currently often limited by the memory and performance of on-
premise computers. 

Accuracy of the numerical solution depends on the mesh size, the finer the mesh 
the more accurate the solution. 

Mesh Generation in CFD by Ideen Sadrehaghighi, Ph.D.

Click here to learn more

https://en.wikipedia.org/wiki/Types_of_mesh


Types of CAE

Finite Element Analysis (FEA)

● Structural analysis software based 

on the finite element method.

● Off-the-shelf codes: Abaqus, LS-

DYNA, NASTRAN, etc.

● Used in analyzing structural, 

fatigue, and deformation cases.

Public Domain, https://commons.wikimedia.org/w/index.php?curid=641911

Click here to learn more

https://www.google.com/search?q=finite+element+analysis&sca_esv=e4fbd67e116ac9e0&ei=BkmAZtHsJ5CHptQPj6aTmAI&oq=Finite+&gs_lp=Egxnd3Mtd2l6LXNlcnAiB0Zpbml0ZSAqAggAMg4QABiABBiRAhixAxiKBTILEAAYgAQYkQIYigUyDRAAGIAEGLEDGEMYigUyCxAAGIAEGJECGIoFMggQABiABBixAzIIEAAYgAQYsQMyCxAAGIAEGJECGIoFMg0QABiABBixAxhDGIoFMgUQABiABDIKEC4YgAQYQxiKBUjnFlAAWP8QcAF4AZABAZgBngGgAdYIqgEDMy43uAEDyAEA-AEBmAIKoAKnCMICChAAGIAEGEMYigXCAhEQLhiABBixAxjRAxiDARjHAcICCxAAGIAEGLEDGIMBwgIIEC4YgAQY5QTCAgsQLhiABBjHARivAcICERAuGIAEGJECGMcBGIoFGK8BwgIWEC4YgAQYsQMY0QMYQxiDARjHARiKBcICEBAuGIAEGLEDGEMYgwEYigXCAggQLhiABBixA8ICExAuGIAEGLEDGNEDGEMYxwEYigXCAiAQLhiABBiRAhjHARiKBRivARiXBRjcBBjeBBjgBNgBAcICCxAAGIAEGLEDGMkDwgIIEAAYgAQYkgPCAgsQABiABBiSAxiKBcICExAuGIAEGLEDGNEDGIMBGMcBGArCAgUQLhiABJgDALoGBggBEAEYFJIHAzIuOKAHhms&sclient=gws-wiz-serp


Types of CAE

Computational Fluid Dynamics (CFD)

● Fluid analysis software based on 

the finite difference method, finite 

volume method, or smoothed 

particle hydrodynamics.

● Off-the-shelf codes: OpenFOAM, 

Ansys Fluent, Siemens Simcenter 

STAR-CCM+, Fifty2 PreonLab, etc.

By Cfd racer - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=126831736

Click here to learn more

https://www.google.com/search?q=computational+fluid+dynamics&sca_esv=e4fbd67e116ac9e0&ei=HEmAZtmWObaJptQPrbG72AE&oq=Comp&gs_lp=Egxnd3Mtd2l6LXNlcnAiBENvbXAqAggAMgoQABiABBhDGIoFMgoQABiABBhDGIoFMgoQABiABBhDGIoFMgoQABiABBhDGIoFMgoQABiABBhDGIoFMgoQABiABBhDGIoFMggQABiABBixAzIIEAAYgAQYsQMyChAAGIAEGEMYigUyCBAAGIAEGLEDSLsSUOAFWOkMcAN4AZABAJgBdKABjQOqAQMyLjK4AQPIAQD4AQGYAgegAo8EwgIKEAAYsAMY1gQYR8ICDRAAGIAEGLADGEMYigXCAg0QABiABBixAxhDGIoFwgIQEC4YgAQY0QMYQxjHARiKBcICERAuGIAEGLEDGNEDGIMBGMcBwgIOEC4YgAQYsQMYgwEYigXCAgsQLhiABBixAxiDAcICCxAuGIAEGNEDGMcBwgIFEAAYgASYAwCIBgGQBgqSBwM0LjOgB6Yr&sclient=gws-wiz-serp


Types of CAE

System modeling (1D modeling)

● System modeling uses various 

physics and numerical techniques to 

capture long dynamic system 

behavior.

● Off-the-shelf codes: AVL CRUISE M, 

Simulink/Simscape, Modelon, etc.

● Block-based modeling.
https://www.avl.com/en/simulation-solutions/software-offering/simulation-tools-a-z/avl-cruise-m

Click here to learn more

https://www.google.com/search?q=System+Modeling+1D&sca_esv=e4fbd67e116ac9e0&ei=Q0mAZqrSLM-B5OMP0Kyu0AE&ved=0ahUKEwjq_7bvr4GHAxXPAHkGHVCWCxoQ4dUDCA8&uact=5&oq=System+Modeling+1D&gs_lp=Egxnd3Mtd2l6LXNlcnAiElN5c3RlbSBNb2RlbGluZyAxRDIGEAAYFhgeMgsQABiABBiGAxiKBTILEAAYgAQYhgMYigUyCxAAGIAEGIYDGIoFMggQABiABBiiBDIIEAAYgAQYogQyCBAAGIAEGKIESOkZUMsCWLEXcAF4AZABAJgBaKABiAqqAQQxNi4xuAEDyAEA-AEBmAISoAL3CsICChAAGLADGNYEGEfCAg0QABiABBiwAxhDGIoFwgIKEAAYgAQYQxiKBcICBRAAGIAEwgIIEC4YgAQY5QTCAggQABgWGB4YD5gDAIgGAZAGCpIHBDE3LjGgB8pl&sclient=gws-wiz-serp


Types of CAE

ADAS/Autonomous

● ADAS simulations involve scenarios, 

sensors, and environments.

● Can be open-source (CARLA, etc.) or 

off the shelf (AVL, Applied Intuition, 

Ansys, etc.).

https://www.theverge.com/2021/7/6/22565448/waymo-simulation-city-autonomous-vehicle-testing-virtual

Click here to learn more

https://www.google.com/search?q=ADAS+Simulation&sca_esv=e4fbd67e116ac9e0&ei=SUmAZoj3FbfdptQPprqY4AE&ved=0ahUKEwjIv47yr4GHAxW3rokEHSYdBhwQ4dUDCA8&uact=5&oq=ADAS+Simulation&gs_lp=Egxnd3Mtd2l6LXNlcnAiD0FEQVMgU2ltdWxhdGlvbjIFEAAYgAQyBRAAGIAEMgUQABiABDIGEAAYFhgeMgYQABgWGB4yBhAAGBYYHjIGEAAYFhgeMgYQABgWGB4yBhAAGBYYHjIGEAAYFhgeSIwYUKcIWJsXcAR4AZABAZgBngGgAZkLqgEEMTAuNbgBA8gBAPgBAZgCEqAC-grCAgoQABiwAxjWBBhHwgILEAAYgAQYkQIYigXCAhEQLhiABBixAxjRAxiDARjHAcICCxAAGIAEGLEDGIMBwgIOEC4YgAQYsQMY0QMYxwHCAg4QLhiABBixAxiDARiKBcICChAAGIAEGEMYigXCAgsQLhiABBixAxjlBMICChAuGIAEGEMYigXCAggQLhiABBixA8ICCBAAGIAEGLEDwgINEAAYgAQYsQMYQxiKBcICCxAuGIAEGMcBGK8BmAMAiAYBkAYIkgcEMTMuNaAHuX8&sclient=gws-wiz-serp


Types of CAE

Electromagnetics

● Based on Maxwell’s equations for 

electromagnetism.

● Results can be used for magnetic 

design or input into electronic circuits.

● Most methods use a mesh based 

approach with finite element or 

boundary methods.

● Popular tools are Ansys AEDT, 

COMSOL, etc.

Click here to learn more

https://www.google.com/search?sca_esv=e4fbd67e116ac9e0&q=Electromagnetism&spell=1&sa=X&ved=2ahUKEwiO19-JsIGHAxU6mokEHSjLAhgQBSgAegQIEhAB&biw=1536&bih=799&dpr=1.25


Types of CAE

Optical Simulation

There are 3 types of optical simulation:

● Geometric Optics: Simulates the behavior of 
light as it passes through optical components, 
taking into account the angles of incidence 
and refraction.

● Physical Optics: Simulates the behavior of 
light as it interacts with the physical properties 
of materials, such as diffraction and 
absorption.

● Non-Sequential Optics: Simulates the 
behavior of light as it passes through complex 
optical systems, including multiple reflections 
and refractions.

Click here to learn more

https://www.ansys.com/applications/autonomous-sensor-development

https://www.google.com/search?sca_esv=e4fbd67e116ac9e0&q=Electromagnetism&spell=1&sa=X&ved=2ahUKEwiO19-JsIGHAxU6mokEHSjLAhgQBSgAegQIEhAB&biw=1536&bih=799&dpr=1.25


Post-processing

● Post-processing helps analyze the generated simulation results in a 

visual format.

● Can be very memory intense and high utilization of GPU for rendering.

● Most codes have built-in capabilities but some can be self-developed. 



Application Execution

Batch Execution

Using scripting languages to automate the execution of applications without requiring user 

intervention is called Batch processing or running applications in a batch mode. These 

scripts can be setup to take input parameters before hand and run large number of 

computations without having the user to open the Graphical User Interface (GUI) provided 

with the application. 

Click here to learn more

https://getwelsim.medium.com/batch-processing-of-cae-simulation-software-96de76a9d779


Application Execution

Distributed processing

Distributed processing is where a job is sent out multiple times across many processors or 

nodes with varying inputs, one job per input per processor. The previously mentioned 

network interconnects (InfiniBand, RoCE, etc.) are important. This is usually due to a 

statistical strategy as part of the simulation workflow such as design of experiments, 

optimization, or AI/ML methods.

Click here to learn more

https://www.google.com/search?q=Batch+vs+Parallelism&sca_esv=e4fbd67e116ac9e0&biw=1536&bih=799&ei=fUmAZsX0IK2B5OMP3YaF8Ao&ved=0ahUKEwiFp_-KsIGHAxWtAHkGHV1DAa4Q4dUDCA8&uact=5&oq=Batch+vs+Parallelism&gs_lp=Egxnd3Mtd2l6LXNlcnAiFEJhdGNoIHZzIFBhcmFsbGVsaXNtMgYQABgWGB4yBhAAGBYYHjILEAAYgAQYhgMYigUyCxAAGIAEGIYDGIoFMgsQABiABBiGAxiKBTILEAAYgAQYhgMYigUyCBAAGIAEGKIEMggQABiABBiiBDIIEAAYgAQYogQyCBAAGIAEGKIESNA8UP0IWJ40cAd4AZABAJgBtwKgAbQSqgEIMTQuNy4wLjG4AQPIAQD4AQGYAh2gAvATwgIKEAAYsAMY1gQYR8ICDRAAGIAEGLADGEMYigXCAgoQABiABBhDGIoFwgIOEC4YgAQYsQMYgwEYigXCAhEQLhiABBixAxjRAxiDARjHAcICBRAAGIAEwgILEAAYgAQYsQMYgwHCAg4QLhiABBixAxjRAxjHAcICBRAuGIAEwgILEAAYgAQYkQIYigXCAggQLhiABBixA8ICCBAAGIAEGLEDwgILEC4YgAQYsQMYgwHCAgsQLhiABBiRAhiKBcICDhAuGIAEGMcBGI4FGK8BwgIHEAAYgAQYCsICDRAuGIAEGMcBGAoYrwHCAgcQABiABBgNwgIIEAAYFhgKGB7CAgUQIRigAZgDAIgGAZAGCpIHCTE4LjEwLjAuMaAH464B&sclient=gws-wiz-serp


Licensing Models

● Node-locked is a license that designates the user by MAC Address.

● LAN (Local-Area Network) is a license pool that gets checked out locally within a 

facility. It’s also called “floating license”.

● WAN (Wide-Area Network) is license usage mostly restricted to state or country.

● GWAN (Global Wide-Area Network) is license usage for global license pools.

● Token model is when each product in the CAE ISV’s portfolio has a certain token 

cost per license. This is a pool that allows dynamic access of a CAE portfolio.

Click here to learn more

https://www.google.com/search?q=CAE+Software+Licensing+Models&sca_esv=e4fbd67e116ac9e0&biw=1536&bih=799&ei=s0mAZsrVKP_tptQP9caD0AE&ved=0ahUKEwiK--aksIGHAxX_tokEHXXjABoQ4dUDCA8&uact=5&oq=CAE+Software+Licensing+Models&gs_lp=Egxnd3Mtd2l6LXNlcnAiHUNBRSBTb2Z0d2FyZSBMaWNlbnNpbmcgTW9kZWxzMgUQIRigATIFECEYoAEyBRAhGKABMgUQIRirAkjuCFBgWPQHcAF4AJABAJgBnwGgAaEFqgEDMi40uAEDyAEA-AEBmAIHoALWBcICDhAAGIAEGLADGIYDGIoFwgILEAAYgAQYsAMYogTCAgsQABiwAxiiBBiJBZgDAIgGAZAGCZIHAzMuNKAHxxc&sclient=gws-wiz-serp


Congratulations

SimOps Foundation Self Assessment Completed

We invite you now to take the SimOps Fundamentals Exam and get your 

Certification: 

https://www.classmarker.com/online-test/start/?quiz=6xh66b9e25747ded

https://www.classmarker.com/online-test/start/?quiz=6xh66b9e25747ded
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